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TSC-VEE: A TrustZone-Based Smart Contract
Virtual Execution Environment
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and Tao Li , Member, IEEE

Abstract—TrustZone as a trusted execution environment (TEE)
has been proven to preserve the confidentiality of blockchain
transactions supported by smart contracts. Despite some academic
effort, TrustZone can only support limited languages for now.
The lack of the corresponding execution environment for smart
contracts seriously hinders blockchain applications from directly
running on TrustZone. In this paper, we design the first virtual
execution environment named TSC-VEE for performing Solid-
ity smart contracts on TrustZone, to the best of our knowledge.
TSC-VEE can be decomposed into fourfold: (1) an instruction set
adapted to the isolation and world switching mechanism of Trust-
Zone. (2) a runtime memory management mechanism that provides
a pair of instructions with the corresponding processing mechanism
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to allocate and release the work memory. (3) a hybrid granularity
resource analysis algorithm which computes and records the value
of maximum stack height and static gas cost through bytecode pre-
execution, avoiding runtime overflow and invalid computations. (4)
a cross-isolation-environment prefetching approach that supports
loading and storing the storage data from the normal world into the
secure world on TrustZone before execution, thus avoiding switch-
ing the world state frequently at runtime. Extensive experimental
results show that TSC-VEE can perform smart contracts correctly
and efficiently on TrustZone. Compared with the most commonly
used Ethereum client—Geth, TSC-VEE achieves execution perfor-
mance improvements by 9.29×. We also implement the Ethereum
virtual machine—evmone on TrustZone. TSC-VEE can reduce the
latency by 12.63% with our optimization techniques, and decrease
the work memory footprint by 22.95% on average when executing
various scale contracts.

Index Terms—Blockchain, smart contract, solidity program
language, TrustZone, virtual execution environment.

I. INTRODUCTION

THE wide application of smart contracts has greatly boosted
the development of blockchain [1], [2]. Smart contracts are

essentially executable codes stored on the blockchain [2], [3].
Their characteristics such as transparency and immutability are a
double-edged sword. Smart contracts with these characteristics
enable blockchain to execute digital agreements between un-
trusted entities. They have been widely used as the application
carrier and serve many fields, such as the Internet of Things,
access control, and certificate audit [4], [5], [6]. However, smart
contracts stored publicly on blockchain ledgers expose the assets
they carry to serious risks. Due to confidentiality not being
guaranteed, the attacker can obtain the execution logic of smart
contracts through bytecode decompilation to create targeted
attacks. Such attacks have caused millions of dollars in economic
losses [7].

Recently, building confidential smart contracts with the as-
sistance of trusted execution environments (TEEs) has been a
general solution [8]. TEEs can provide a special environment
for trusted code execution through the isolation mechanism of
software and hardware, such as Intel SGX [9], ARM TrustZone,
AMD SME/SEV, RISC-V Keystone, and Penglai Enclave [10],
[11], [12], [13]. Though promising, migrating the mainstream
smart contracts to TEEs is a complex and difficult task, mainly
due to the incompatibility between the languages and envi-
ronments that the smart contracts usually rely on and those
provided by TEEs. The difficulty of such migration is especially
pronounced on TrustZone.
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TrustZone is the widely supported TEE on ARM-based em-
bedded devices and cloud servers. Recently, embedded devices
have become an important carrier of smart contracts [14], [15].
Among them, more than 90% of the embedded devices are
equipped with ARM chips [16]. The ubiquity of TrustZone
makes it an attractive TEE base for preserving the confidentiality
of smart contracts [17], [18]. However, TrustZone commonly
uses OP-TEE1 as the security operating system, which limits the
secure resources to minimize the trusted computing base (TCB)
and reduce the attack surface to improve security. OP-TEE only
provides a C language runtime environment [19]. It implies that
TrustZone can only support trusted applications (TAs) written in
the limited language until now. The existing mainstream smart
contracts are programmed in domain-specific languages such as
Solidity [20]. There are more than 30 million smart contracts on
Ethereum. Most of these mainstream contracts are programmed
in Solidity [21], with an average of several hundred lines of
code per contract [22], [23]. These smart contracts cannot
be directly migrated and executed on TrustZone on account
of no corresponding execution environment support. Although
rewriting these smart contracts can help to convert them into
C language, the migration with about several billion lines of
code requires tens of thousands of man-year labor works, which
is obviously not a reasonable choice. Minimal support for the
virtual execution environment is necessary, although it brings a
limited increase in TCB [17].

In this paper, we design a new virtual execution environment
named TSC-VEE, for performing mainstream smart contracts
programmed in Solidity on TrustZone. TSC-VEE can be treated
as the computation core of confidential smart contracts. TSC-
VEE aims to provide a highly efficient execution environment
and optimization mechanisms for smart contract execution. To
do this, we should overcome several difficulties as follows.
First, the existing Solidity instruction set for smart contracts
does not match the program execution mode of TrustZone and
OP-TEE. The native instruction will cause world switches and
consume lots of time. The blockchain client is running on the rich
execution environment (REE) side (the normal world), while
the instruction execution is on the TEE side (the secure world).
Therefore, the common instruction for persistent data access
needs to penetrate the contract execution environment, switch
the world state, and be completed via the host application. This
time-consuming process makes data access across the world
very expensive. Second, the runtime data will be enlarged along
with smart contract execution, but TrustZone has very limited
memory resources. The smart contract programmed by Solidity
language has very rudimentary memory management currently,
lacking the memory recycling mechanism to release the work
memory at runtime [24]. The size of the secure memory available
for contract execution on TrustZone is usually limited to the
ten MB level [25]. When the secure memory cannot meet the
memory footprint of the execution, the smart contract will not
be executed solidly. Third, frequent resource detection during
contract execution slows down execution performance. The
instructions in the contract bytecode will be performed one by

1https://optee.readthedocs.io/en/latest/

one during execution. Before executing each instruction, it is
necessary to detect whether there is a stack overflow or out-of-
gas exception to ensure the correctness of contract execution.
With this detection method, the number of runtime detection
can be increased largely, and the detection latency can account
for 20% or even more of the instruction execution latency. Also,
this method involves meaningless instruction execution when an
exception occurs.

To the best of our knowledge, TSC-VEE is the first vir-
tual execution environment on TrustZone that can support
performing the Solidity smart contracts. In this paper, our con-
crete contributions can be summarized as follows:
� We design a specific instruction set for describing the

atomic operations of smart contracts according to the
mechanism of TrustZone and OP-TEE. The low-level in-
terpretation of the instruction set can support mainstream
contracts performing on TrustZone.

� We present a runtime memory management (RMM) mech-
anism with a pair of special instructions to allocate the work
memory from the operating system level, and dynamically
release them at runtime. RMM facilitates TSC-VEE to
reduce the memory footprint by 22.95% on average, with
only 0.97% additional latency overhead when performing
contracts of large size.

� We design a hybrid granularity bytecode analysis (HGBA)
algorithm in TSC-VEE. HGBA can reduce the number of
runtime detection through bytecode pre-execution without
compromising execution correctness. So TSC-VEE can
decrease the execution latency by about 6.04% on average
with the number of execution increases.

� We propose a cross-isolation-environment prefetching
(CIEP) method, which can load and store the persistent
storage data of blockchain into the secure world in advance
to avoid world switching at runtime. CIEP can help TSC-
VEE reduce smart contract execution latency by 7.48% on
average.

� We implement TSC-VEE on the Raspberry Pi 3B+ and ver-
ify the complete smart contract execution process on Trust-
Zone. Compared with the Ethereum client—Geth, TSC-
VEE achieves9.29× execution performance improvement.
Compared with evmone we implemented on TrustZone as
baseline, the execution latency of TSC-VEE can also be re-
duced by 12.63%, which is roughly the same performance
in the normal environment.

II. BACKGROUND AND MOTIVATION

In this section, we draw our motivation and detailed chal-
lenges in designing TSC-VEE from three aspects. We first in-
troduce the smart contract, point out the requirements for trusted
execution, and make a comparison with related works. Then, we
discuss the program execution mechanism on TrustZone and
analyze the shortcomings caused by the lack of the execution
environment. At last, we give the main challenges of designing
TSC-VEE by breaking down analysis of smart contract execu-
tion on TrustZone in detail.
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Fig. 1. Confidential smart contract workflow.

A. Solidity Smart Contract

The concept of smart contracts was first described by Nick
Szabo: A smart contract is a computerized transaction protocol
that executes the terms of a contract [26]. The development
of blockchain technology makes the smart contract possible.
The blockchain-based smart contracts usually take the form
of generic programs. They can be automatically executed and
stored in a blockchain network [2], [3]. Developers can write
and deploy any Turing-complete program on the blockchain
network. In a decentralized smart contract system, the consensus
system enforces the autonomous execution of the contract. No
single entity or small group of entities can interfere with the
contract execution. Therefore, smart contracts can be executed
once the trigger conditions are satisfied and cannot be modified
after deployement [15], [27]. The self-executing mode of smart
contracts eliminates the need for trusted intermediaries or repu-
tation systems to reduce transaction risk. Since smart contracts
are integrated into the blockchain, they inherit the blockchain
features of availability, transparency, immutability, and integrity.
These advantages make smart contracts widely used in the asset
transactions and development of various DAPPs.

The most famous smart contract implementation is
Ethereum [28]. In 2020 alone, developers on the Ethereum
mainnet have created a total of 10.7 million smart contracts
involving tens of billions of dollars in assets [7]. Ethereum
provides a runtime environment called the Ethereum Virtual
Machine (EVM). The smart contracts are compiled into EVM
bytecode and deployed to the Ethereum network via transac-
tions. These smart contracts are written in Solidity language.
Solidity is a contract-oriented high-level programming language
created to implement mainstream smart contracts. When these
contracts run on EVM, Ethereum will utilize Gas, which is used
for solving the halting problem, to limit their computational
works and operations.

B. Confidential Smart Contract Execution

Some research has focused on using TEE to provide the ca-
pability of confidential smart contracts. The typical confidential
smart contract workflow is divided into four stages, as shown
in Fig. 1. First, the user initiates the confidential smart contract
invocation by submitting a transaction, which carries the input
data encrypted by the user’s private key. Second, after receiving
the invocation request, TEE decrypts data of the transaction
using the user’s public key. Then, the TEE loads the encrypted
source code and state from the blockchain network and decrypts

them using the TEE service key. Afterward, TEE executes
the smart contract in the execution environment, outputs the
encrypted result, and sends the ciphertext of the new state to the
blockchain network. Third, the nodes of the blockchain network
run the consensus algorithm to confirm the execution result of
the transaction and the new state. Fourth, the user obtains the
ciphertext of the state from the transaction response and can
obtain the final plaintext by decrypting data using the user’s
private key.

Following the above execution model, Confidential Consor-
tium Framework (CCF) [29], CONFIDE [30] and FPC [31]
equip each blockchain node with TEE. The smart contract
executes in the isolated area of TEE, and the encrypted re-
sult is broadcast to peer nodes for consensus. These solutions
are integrated into their consortium blockchain, respectively.
Hawk [32], ShadowEth [33], Ekiden [34], Fastkitten [35],
TZ4Fabric [17] and Phala [36] decouple the smart contract
execution from the blockchain system and execute the contracts
off-chain as a separate layer. The user pushes the smart contract
to the off-chain TEE platform for execution, and only uploads
the result to the blockchain for consensus.

Compared to this research TSC-VEE focuses on the compu-
tation stage of the confidential smart contract rather than the
entire process. TSC-VEE is dedicated to filling the gap in smart
contract execution environment on TrustZone to benefit from
the ubiquity of TrustZone, and improving the performance of
the execution environment. In terms of smart contract execution,
most of the previous works use SGX as the underlying TEE. The
techniques of these works cannot be directly applied to perform
smart contracts of Solidity language on TrustZone. For example,
ShadowETH [33] and TZ4Fabric [17] are oriented to contracts
written or rewritten in C/C++. They are unable to execute
Solidity language bytecode. CCF [29] and Ekiden [34] provide
execution environments for Solidity smart contracts, but these
execution environments cannot be applied to TrustZone for two
reasons. First, TrustZone only provides a C language runtime
environment, but Ekiden and CCF implementation require Rust
and C++, respectively. Second, the SGX hardware mechanism
by Enclave is different from TrustZone. The size of EPC memory
on SGX is usually at the hundred MB level, while the secure
memory on TrustZone-based TEEs is usually at the ten MB level.
SGX enables the dynamic creation of enclaves within the virtual
address space of user-mode processes, while TrustZone provides
two world states with system-wide hardware-enforced isolation.
Therefore, the Ekiden and CCF approach cannot meet the chal-
lenge of the time-consuming world switching. In addition, to
the best of our knowledge, Ekiden and CCF do not have any
special performance optimization mechanisms [37]. In terms of
security, TSC-VEE follows the process of the computation stage
shown in Fig. 1, encrypting the input and output data during
execution. TSC-VEE can keep the same security property as the
above research.

Moreover, the state-of-the-art TEE (e.g., SGX v2 and ARM
CCA) provides support for large secure memory, making it
easier to execute the smart contract on TEE. However, SGX
v2 increases the size of secure memory by adding EPC memory,
which increases the cost and is only applicable to specific de-
vices [38]. The device supporting ARM CCA is a long time away
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Fig. 2. Architecture and the typical execution process of trusted application
on TrustZone.

from commercial use [39]. Although these TEEs can provide
more secure memory, the efficiency of memory usage still needs
to be improved.

Through these comparisons, we can see that the confidential
smart contract execution on the cloud servers with Intel SGX
has been studied extensively, while the embedded devices still
lack execution environment support[8]. The embedded devices
always serve as the data source and need TEEs to provide the
confidentiality guarantee for the smart contracts. These facts mo-
tivate us to design a new execution environment for performing
mainstream Solidity smart contracts on embedded devices with
TrustZone.

C. Program Execution Mechanism on TrustZone

TrustZone Architecture. TrustZone is the security architecture
in the ARM processor. As shown in Fig. 2, TrustZone pro-
vides two execution environments with system-wide hardware-
enforced isolation between them. The TEE part is called the
secure world, and the other part is called the normal world. The
processor can be in one of two states: secure and non-secure.
World switching between the two states happens via a secure
monitor call (SMC). The system resources on TrustZone are
strictly isolated: the normal world cannot access the resources
reserved for the secure world, such as memory, peripherals, etc.
OP-TEE is a popular open-source secure OS designed as the
companion to a non-secure Linux kernel running on ARM [25].
It is designed primarily to rely on the ARM TrustZone technol-
ogy as the underlying hardware isolation mechanism. OP-TEE
follows the TEE architecture and provides API for both REE
and TEE sides that are standardized by the GlobalPlatform.

World Switch. As shown in Fig. 2, software based on the ARM
architecture is divided into four exception levels: EL0-EL3,
and their corresponding privilege levels are increasing. The
application runs at EL0, and the operating system runs at EL1.
EL2 is used by the hypervisor or secure partition manager. EL3
is reserved by low-level firmware and security code. After the
SMC is sent from the OP-TEE kernel, the processor will trigger
an exception to enter the monitor mode at the highest privilege
level, which can process the world switching. The SMC monitor

first obtains the base address of the abnormal interrupt vector
table from the MVBAR register and finds the abnormal handling
function of the SMC. The state of the program saved in the CPSR
register will be stored in the SPSR register, and the LR register
saves the return address of the subroutine. The values in r0-r7
registers will be pushed onto the stack. Then the monitor will
judge the current world state by the value of the SCR.NS flag
in the SCR register. When the value is 0, the current state is the
secure world. The monitor will save the context of the secure
world and then obtain the context of the normal world. Finally,
the monitor switches to the secure world by invoking the function
sm_ret_to_nsec() to set the value of the SCR.NS flag to 1.

Execution Mechanism. Due to the lack of execution envi-
ronment, the only way to execute Solidity smart contracts is
to implement the smart contract as a trusted application on
TrustZone. Under the OP-TEE secure operating system, the host
application running in the normal environment and the TA in
the secure world complete the application call process together.
The host application and TA are programmed in C language
and comply with the OP-TEE client API and OP-TEE internal
API, respectively. These APIs enable communication between
the host application and the trusted application. This kind of
communication is supported through world switching by SMC.
OP-TEE also provides a memory area on the REE side as the
shared memory. It can be accessed by both the REE side and the
TEE side to assist the data interaction between them.

This execution mode has obvious disadvantages. First, the
developers need to reconstruct each smart contract from So-
lidity language to a TA in C language. The developers should
also provide a host application to support completing the TA
invoke and data interaction in the normal world. This execution
mode greatly increases the cost of smart contract development.
Second, the target machine will use the original build key to sign
the TA during compilation for security reasons. Therefore, the
contracts must be compiled into TAs and installed on the target
machine before the contract execution. However, smart contract
applications usually need to be updated frequently to adapt
to changes in application logic or improve security [15]. This
execution mode will bring a high additional latency overhead.

D. Analysis on Challenges

In order to solve the problems caused by the lack of execution
environment on TrustZone, we propose TSC-VEE aiming at sup-
porting mainstream smart contracts migrating and performing on
TrustZone. TSC-VEE is an independent execution environment
module like evmone2, aleth-interpreter3, etc. TSC-VEE operates
on a different level than the consensus and network mechanisms
the consensus and network mechanism and will not affect the
decentralization characteristics or execution workflow of the
underlying blockchain system. There have been some works
devoted to embedding execution environments for different lan-
guages into TrustZone, such as TLR [40] and RusTEE [19]. By
embedding these runtime environments, TrustZone can obtain
the ability to execute programs in different languages and pro-
vide trusted code execution. These works further inspire and

2https://github.com/ethereum/evmone
3https://github.com/ethereum/aleth/tree/master/libaleth-interpreter
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motivate us to introduce Solidity smart contract execution into
TrustZone. Compared with TLR and RusTEE, TSC-VEE not
only adapts the execution environment to the TrustZone but also
aims to make more effort to optimize the execution environment
itself to improve performance. There are three main challenges
we need to overcome as follows:

First, the existing instruction set of Solidity and the corre-
sponding interpreter cannot match the execution mechanism
of TrustZone. The data access instructions will cause world
switches, resulting in high latency. As aforementioned, the smart
contract is executed on the TEE side, but the persistent storage
data required during execution is located at the blockchain stat-
eDB on the REE side. Therefore, cross-world data accesses like
SSTORE or SLOAD instruction need to penetrate the execution
environment. Specifically, for data loading operation, the corre-
sponding data in the blockchain stateDB on REE side should be
first copied to the shared memory via the host application. Until
the state has been switched back to the secure world, TEE can
access the data in the shared memory. According to our testing,
such cross-world data access operation can take about 6,000
clock cycles.

Second, TrustZone-based TEEs have very limited memory
resources. On the embedded development board, the available
secure memory may be only ten MB level, while the typical
memory footprint of executing smart contracts will increase
from hundreds of KB to hundreds of MB according to the com-
putational complexity. During execution, the bytecode, function
parameters, and intermediate data generated at runtime will oc-
cupy secure memory space. Since there is no memory recycling
mechanism in Solidity language, the size of intermediate data
in the work memory will keep growing at runtime. Especially
when the amount of function parameters or the calculation scale
is large, insufficient memory will cause the contract execution
to fail.

Third, frequent resource detection during contract execution
will increase the execution latency. During contract execution,
the instructions in the bytecode are executed serially. When exe-
cuting an instruction, the execution environment first computes
the stack height and gas cost and then executes the instruction
function. Such detection can ensure the correctness of contract
execution and help developers locate the position of instruction
where the exception occurs. However, this detection method
does not consider the difference between stack and gas at
the point of the execution importance and the corresponding
exception frequency, thereby increasing the detection times.
When stack overflow or out-of-gas exception occurs, contract
execution will be terminated, and the results are also invalid.

III. BASIC DESIGN OF TSC-VEE

In this section, we propose the basic design of TSC-VEE,
to the best of our knowledge, the first runtime environment
for performing smart contract bytecode in Solidity language
on TrustZone and speeding up the execution efficiency. Here,
we first introduce the threat model and then present the overall
architecture of TSC-VEE. We then give the dedicated instruc-
tion set design and explain the dynamic memory management

mechanism, RMM. Next, we introduce the hybrid granularity
bytecode analysis algorithm. In the end, we propose the cross-
isolation-environment prefetching to further improve smart con-
tract execution efficiency.

A. Threat Model

TSC-VEE is designed for devices equipped with Arm Trust-
Zone and oriented to the common scenario recognized in re-
lated work [17], [19]. We assume all software components of
TrustZone (including bootloader, firmware, security monitor,
and OP-TEE OS) are trusted, while the OS and user space in
the normal world are not trusted. We also assume the users have
secure methods to collect and process the input data. We encrypt
the input and output data and rely on the hardware isolation
mechanism of TrustZone to provide the confidentiality guaran-
tee for TSC-VEE (implemented as a TA). TSC-VEE thus can
provide security protection of smart contract execution from the
input data’s arrival to the output results’ leave. Attacks unveiled
against TrustZone itself like side-channel attacks [41], [42] are
out of the scope of our work. These attacks can be mitigated by
some orthogonal solutions [43]. In addition, TSC-VEE cannot
protect against rollback attacks, since it is deployed on Ethereum
with non-final decision consensus [31].

B. Architecture Overview

As shown in Fig. 3, Our TSC-VEE is designed to be a
stack-based program virtual machine and as a TA on the TEE
side. There are three key parts of executing smart contracts in
TSC-VEE: Data Area, Instruction Set, and Interpreter. Data Area
includes the stack and the work memory. The stack is an operand
stack and is responsible for storing the operands needed during
execution. Its word length is 256 bits. The work memory is
responsible for storing various types of data and the return values
at runtime. Before being used as operands, the runtime data in
the work memory and the state data in the blockchain storage
will first be loaded into the stack. The instruction set contains
all the instructions supported by TSC-VEE. TSC-VEE provides
a jump table that records the correspondences from opcodes to
operations or from operations to instruction functions.

The instruction interpreter is the core of TSC-VEE, respon-
sible for the bytecode interpretation and execution of smart
contracts. The interpreter consists of four main execution stages.
First, the program counter fetches the opcode from the input
bytecode stored at the TEE side. The opcode is a two-digit
hexadecimal number. Second, in the decoding stage, according
to the jump table of the instruction set, the interpreter converts
the opcode into an operation. Third, the interpreter analyzes
the stack requirement of the instruction and the static gas cost
through bytecode pre-execution. The analysis results are cached
in the shared memory for the access of the interpreter and avoid
increasing the secure memory footprint. During the analysis
stage, the corresponding function of each instruction, the pa-
rameters of some special types of instruction, and the jump
destination of the bytecode block will be recorded and used
as the input data for the next execution stage. These three stages
will be repeated until all the bytecodes have been loaded. Fourth,
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Fig. 3. TSC-VEE architecture overview.

TABLE I
THE KEY INSTRUCTIONS OF TSC-VEE INSTRUCTION SET

the interpreter executes the instructions sequentially according
to the records, dynamically corrects the gas cost, and then returns
the execution result.

In addition, the smart contract execution process in TSC-VEE
also requires the assistance of the wrapper and host application
on the REE side. The wrapper is responsible for data interaction
with the blockchain client and provides the required data to
the host application. The host application is responsible for
processing all data interactions with TA, and serves as the entry
point for calling TA.

When executing smart contracts, the application in the normal
world will initiate a contract invocation transaction, which con-
tains the contract address, sender, input data, etc. The wrapper
will load the bytecode and blockchain state from the blockchain
stateDB according to the contract address. These parameters
will be packaged and encrypted before sending to the host
application. Next, the host application invokes the TA to execute
the smart contract. Based on our security assumptions, the work-
flow of TSC-VEE can ensure the trustworthiness of execution
process. Therefore, we focus on optimizing the performance of
TSC-VEE in the following sections.

C. Dedicated Instruction Set

Table I shows the instructions of TSC-VEE. The instruc-
tion set of TSC-VEE includes 109 general instructions and
two special instructions. Each instruction has a mnemonic and

corresponding two-digit hexadecimal bytecode. The instruction
functions and types in the instruction set are based on the Solidity
native instruction set, modifying the underlying implementation
mechanism to fit the TrustZone mechanism Instructions within
the set are based on the native instruction set of Solidity. The
low-level interpretations of these instructions have been refac-
tored and are adapted to the TrustZone and OP-TEE mechanism
to support the mainstream contracts.

According to the operation type, the instructions are divided
into ten types: 1)Arithmetic instructions include four arith-
metic operations, modulo operation, and exponential opera-
tion for 256-bit operands. These instructions pop two or three
operands from the top of the stack, perform calculations, and
then push the result to the stack. 2)Comparison instructions
include data size comparison and boolean operations. They are
used for operands comparison and jump target judgment, etc.
3)Crypto instruction SHA3 is responsible for the hash calcu-
lation of blockchain. 4)Clusterstate instructions are mainly
responsible for obtaining the additional data, including sender,
input data, and other parameters when the transaction is ini-
tiated. 5)Storage instructions include popping operands from
the top of the stack, as well as data movement between the
stack and TSC-VEE work memory, or between the stack and
TSC-VEE storage. 6)Execution instructions mainly include
jump instructions and instruction to obtain the current program
counter, memory size, and remaining gas. The jump instructions
are responsible for processing the jump and verification of the
execution flow. 7)Stack instructions include three types. PUSHx
instructions push theX bytes (1-32 bytes) data onto the top of the
stack. DUPx instructions copy the Xth (1st to 16th) data of the
stack and push it onto the top of the stack. SWAPx instructions
swap the top element of the stack with the Xth(1st to 16th)
element. 8)Logging instructions are used to store logs of differ-
ent lengths in the blockchain StateDB. 9)Cluster instructions
include different contract call mode instructions and the return
instruction. 10)RMM instructions include a pair of instructions
to create a memory pointer and release memory to complete the
RMM mechanism.

It is worth noting that SLOAD and SSTORE instructions
involve cross-world data access. Executing these instructions
requires considering performing world switching according to
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Fig. 4. The processes of memory allocation.

the access mode under CIEP. Moreover, we specially handled
the execution mechanism of CALLDATACOPY instruction by
setting a position mapping. It can help to avoid repeatedly storing
the data which has been preloaded into the TEE side.

D. Runtime Memory Management

Memory management in Solidity is currently very rudimen-
tary and lacks the memory recycling mechanism [24]. Therefore,
the work memory footprint will keep growing at runtime and
is prone to out-of-memory exceptions. Solidity provides two
keywords, storage and memory, to specify variable types.
Variables of storage type will be persistently stored in the
blockchain stateDB. Variables of memory type will be tem-
porarily stored in the work memory and will not be released
until the end of execution. Most of the data in the contracts
are of memory type to avoid high gas consumption caused
by the persistent storage. It is these data that make the work
memory(actually the secure memory on TrustZone) footprint
sustained growth with contract execution. This feature makes
it challenging to execute solidity smart contracts on TrustZone
with limited memory. We consider reducing the memory foot-
print by designing a work memory management mechanism,
including memory allocation and memory recycling.

Memory Allocation. For solidity contracts, the choice of ac-
cessing work memory is determined during compiling. The com-
piler will generate theMLOAD andMSTORE instructions at
the corresponding location according to the contract logic. When
the interpreter encounters instructions for the work memory
access or store, it will fetch the value and offset from the stack
top. With the memory allocation mechanism, TSC-VEE will
send a memory allocation request to the OP-TEE operating
system when the work memory space is insufficient. As shown
in Fig. 4, we define a fixed-size contiguous physical memory
area on TrustZone as a new memory type VM_RAM , which
is dedicated to the work memory allocation of TSC-VEE. We
register the starting address and size of VM_RAM in OP-TEE
and maintain a memory pool pointing to the unused memory
area. When OP-TEE receives work memory allocation requests,
it will perform the memory allocation algorithm as follows:

1) Expand the work memory area as required when the
remaining memory of VM_RAM is sufficient.

TABLE II
MEMORY RECYCLING INTERFACE OF TSC-VEE

2) When the remaining memory cannot meet the require-
ment, merge the contiguous area in the memory pool and
then find an area of the right size.

3) When there is also no available area in the memory pool,
move a certain size of data from the starting address of
VM_RAM to the shared memory and then release the
area.

4) Repeat Step1-3 until the requirement is met.
Memory Recycling. We consider reducing the runtime mem-

ory footprint by releasing the work memory at runtime. The
function parameters will be temporarily stored in the work
memory as local variables. The data will cause the secure
memory footprint to grow with contract execution. We provide
the developers with a pair of instructions and the matching
processing mechanism to achieve flexible runtime memory man-
agement. Table II shows the RMR interface of TSC-VEE. During
programming, developers can insert MARK and FREE marks to
the variables according to their actual lifecycle. TSC-VEE also
provides a pre-processing approach to help reduce the burden of
manual memory management for developers. This approach can
identify variable types and analyze their life-cycle according to
the pre-defined rules, and insert the marks of function param-
eters automatically. We recommend that developers fine-tune
the marks manually according to the programmatic logic if
they want to achieve accurate memory management. At the
compilation stage, the marks will be compiled into a four-bit
bytecode containing the opcode and the variable id(represents
the order of marked variables). The bytecode will be inserted
into the corresponding block. At runtime, the interpreter will
execute the corresponding opMark and opFree functions ac-
cording to the records in the jump Table The execution of opFree
will add an entry to the memory pool maintained by OP-TEE,
which contains a pointer to the released area and its size. This
kind of memory recycling actually establishes the mapping of
memory locations for the corresponding variable according to
the timing of the memory store operation and releases them
at the appropriate time. RMM can avoid explicit bugs such as
double-free and releases of non-existing variables by ignoring
them during execution and prompting the developer to fix them.
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Fig. 5. The processes of memory recycling.

As shown in Fig. 5, we take the transferFrom function in
the typical ERC20 [44] contract (which is usually used as smart
contract evaluation benchmark) as an example for analysis.
This function transfers a specific amount of tokens from one
account to another. The function has three input parameters: the
transfer-out address from, the transfer-in address to, and
the transfer amount value. This function also uses a local
variable allowance to represent the amount that the from
authorizes the sender to use. These parameters will be stored in
the work memory. When the balance of the transfer-in account
decreases, the parameter to will no longer be used. Once the
function logic is executed over, the parameters allowance,
from, and value will no longer be used. These parameters will
be released together with the completion of the function. Taking
into account the resource limitations of TrustZone, contracts
with large work memory requirements can not be executed due
to memory limitations. In TSC-VEE, developers can utilize
the runtime memory management mechanism by calling the
MARK and FREE APIs when writing the contract, as shown
in Fig. 5. The mark will also be interpreted just like other in-
structions. TSC-VEE interpreter will map the parameters from,
to, value when executing bytecode block 1© and map the
parameter allowance when executing bytecode block 2©. The
memory area of to will be released when executing bytecode
block 3©. Similarly, at bytecode block 4©, the memory area
of allowance, from, and value will be released. This mech-
anism is closely related to the execution logic of the contract.
When executing the function with large-scale parameters, the
dynamic release can obviously reduce the runtime memory
footprint.

E. Hybrid Granularity Bytecode Analysis

In addition, we designed a hybrid granularity bytecode analy-
sis algorithm based on bytecode pre-execution. During contract
execution, the detection of stack height and gas cost is performed
to ensure execution correctness. Traditionally, this detection
is performed before executing each instruction. Such frequent
detection brings high latency. Inspired by the detection method

Algorithm 1. HYBRID GRANULARITY BYTECODE ANALYSIS

Input: Function bytecode BC, Instruction JumpTable JT
Output: the analysis results set AR, the max growth of the

Stack height Smg

/* block: record of basic block, Sc: stack change */
1: AR← null, Smg ← 0, block ← null, Sc ← 0
2: begin← 0, end← BC.size()− 1, pos← begin
3: while pos �= end do
4: op← BC[pos], op_info← JT [op]
5: pos← pos+ 1, block_over ← false
6: Sc += op_info.sc
7: Smg ←Max(Smg, Sc)

/* gc: gas cost. */
8: block.gc += op_info.gc

/* jo: jump offset, jt: jump target */
9: if op is op_jumpdest then

10: AR.jo.append(pos− begin− 1)
11: AR.jt.append(AR.instrs.size− 1)
12: else
13: AR.instrs.append(opcode_info.fn)
14: end if
15: instr ← AR.instrs.get()
16: if op is the end instruction of a block then
17: block_over ← true
18: else if op is any push instruction then
19: push_end← pos+ op− op_push1
20: AR.push_values.append(BC[pos : push_end])
21: pos← push_end+ 1
22: else if op is instruction with dynamic gas cost then
23: instr.arg ← block.gc
24: end if
25: if block_over|| (pos �= end && BC[pos] is

op_jumpdest) then
26: AR.instrs[block.begin].arg ← block.close()
27: block ← newBlock()
28: end if
29: end while

of evmone at basic block granularity4, HGBA analyzes the stack
height and gas cost at different granularity before execution to
reduce the number of detection and thus reduce the execution
latency.

The analysis of stack height in HGBA is performed at the
granularity of the contract. The change of stack height is caused
by the execution order of instructions. According to the instruc-
tion interpretations, the change of stack height caused by each
instruction is fixed. We take the ADD instruction as an example.
This instruction pops out two operands from the stack and adds
them, then pushes back the result to the stack. So in this process,
the stack height will first decrease by two during execution
and then increase by one. After execution, the stack height is
reduced by one compared to the original height. Based on this

4https://github.com/ethereum/evmone/blob/master/docs/efficient_gas_
calculation_algorithm.md
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Fig. 6. Example of HGBA process.

principle, we can compute the actual stack height change and
the maximum stack height change of each instruction. When
the runtime stack height exceeds the maximum stack height, a
stack overflow exception will occur. Stack overflow detection
of HGBA is performed by pre-executing the bytecode before
contract execution for a single time, rather than performed
during the execution of each instruction as the traditional runtime
detection does. HGBA can help reduce redundant computation
by caching the maximum value of stack height. TSC-VEE will
throw an exception and will not perform the execution when the
stack overflow occurs.

The analysis of gas cost is performed at the granularity of the
basic block. A basic block is a sequence of instructions that do
not contain jumps. The gas cost of contract execution includes
two parts. One is the static gas cost of the instructions, and
the other is the dynamic gas cost that needs to be calculated
according to the actual work memory consumption at runtime.
HGBA performs static gas cost computation through bytecode
pre-execution. The calculation results are recorded at the granu-
larity of basic blocks. The dynamic gas cost will be added to the
final result during execution. With HGBA, the number of gas
cost detection can be reduced from once per instruction to once
per basic block. In the analysis process, HGBA also completes
the execution preparation to reduce the latency of the execution
stage. The instruction table containing pointers to the instruction
functions, the jump targets of each block, and parameters of
several special types of instructions will be recorded and used
as input data for the execution stage.

Algorithm.1 shows the process of the hybrid granularity byte-
code analysis algorithm. HGBA fetches the opcodes from the
bytecode according to the execution logic and decodes them
into instructions. It calculates the stack height through the stack
change Sc and the maximum growth of stack Smg of each
instruction and records the static gas cost in the basic block unit.
The instruction table, jump offset, jump target, and instruction
parameters will also be recorded as the execution preparation
during analysis. We also give an example of HGBA in Fig. 6.
The contract bytecode consists of serval basic blocks. During
execution, the basic block jumps to another according to the

control flow. The stack height is accumulated at the contract
granularity, while the gas cost is accumulated at the block
granularity. TSC-VEE can reduce the redundant computation by
caching the analysis results of HGBA. Before performing HGBA
to execute a contract function, TSC-VEE first looks up whether
there is a record of this function in the mapping table or not.
If the record exists, TSC-VEE will only perform the execution
preparation and dynamic gas computation. For a new contract
function, TSC-VEE performs HGBA in advance, computes and
records the maximum height of the stack and the static gas cost,
and completes execution preparation. This helps us avoid the
overflow exception and reduce the redundant computation.

The analysis granularity of stack overflows and gas cost
affects the times of runtime detection and the granularity of
locating exceptions. When analyzing the bytecode at the basic
block granularity, runtime detection needs to be performed for
each basic block. And when an exception occurs, the develop-
ers can locate the basic block where the abnormal instruction
locates. According to the frequency of stack overflow and gas
shortage exceptions, we set the stack overflow detection at the
contract granularity and gas cost computation at the basic block
granularity to obtain better execution performance. When the
exception occurs, the developers can verify the instructions in
the abnormal part one by one to locate it. Therefore, HGBA
achieves a balance between performance and reliability.

F. Cross-Isolation-Environment Prefetching

The execution of the smart contract function on TSC-VEE re-
quires various types of data, including input parameters, contract
bytecode, and blockchain state. All of the data can be obtained
from transaction parameters or blockchain StateDB on the REE
side. The blockchain StateDB stores the account states in the
form of key-value. Each account address corresponds to an
account storage trie, and the persistent storage data of the smart
contract is stored in the trie corresponding to the smart contract
address. During contract execution, the interpreter takes the
offset from the stack top and obtains the index through cryp-
tographic computation so as to accurately access the required
data in the account storage trie. As mentioned in Section II-C,
the cross-isolation-environment data fetching of the persistent
storage data is a time-consuming operation that needs to go
through complex processes. We propose the CIEP method to
load all the required parameters to the TEE side at a single time.

CIEP is mainly oriented to the persistent storage data in the ac-
count storage trie. It prefetches all the data entries in the account
storage trie as a superset of the reading and writing objects from
the blockchain stateDB according to the contract address. The
storage data will be stored with contract bytecode and function
parameters in the shared memory to avoid increasing the secure
memory footprint. During execution, the persistent storage data
can be modified and flushed to the blockchain stateDB when
necessary.

Fig. 7 shows the processes of the cross-world data load with
and without CIEP. Without CIEP, this operation first switches
from the secure world to the normal world, fetches and copies
data into the shared memory via host application, then switches
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Fig. 7. The process of CIEP.

back to the secure world, loads data from shared memory, and
continues to complete execution as 1© 2© 3© 4© show. The
processes of cross-world data storage are similar but in reverse
order. These time-consuming operations will be repeatedly ex-
ecuted at runtime once the interpreter encounters the SSTORE
and SLOAD instructions.

As shown in Fig. 7, under the CIEP mechanism, the persistent
storage data can be fetched with other parameters before execu-
tion rather than at runtime. The processes of CIEP are as follows:
(1) The wrapper in the normal world will fetch the parameters
from the contract invocation transaction and the account storage
trie that contains the persistent storage in blockchain stateDB
before execution. (2) All of the data will be copied to the
shared memory between REE and TEE via the TSC-VEE host
application. (3) TSC-VEE TA will be invoked through world
switching. (4) With this data, the TSC-VEE interpreter can get
the parameters, opcode, and storage data on-demand in different
execution stages from the shared memory. A special case is that
when an inter-contract call occurs, CIEP only prefetches the
persistent storage data of the caller contract, since the blockchain
state of the called contract cannot be obtained statically. A new
contract execution process will be created to execute the called
contract, and CIEP will be performed again as (1)–(4).

In general, data-prefetching is achieved through data location
prediction and parallel data-fetching to cover the latency of data
fetch in execution. The execution latency of mainstream ERC20
contracts is usually several hundred µs, and runtime data lo-
cation prediction will bring high additional latency. In addition,
under the existing mechanism of OP-TEE, multi-threading is not
supported by TAs [25], which means that parallel executing and
data-fetching is infeasible. The cross-world data fetching still
needs to be completed by saving and switching the world state.

In fact, CIEP prefetches a superset of the reading and writing
objects from the contract level. There are two ways to narrow
down this superset. One is to perform an accurate static analysis
of data location during compiling. However, such static analysis
requires language-level support. For example, variables should
be assigned with constant addresses, which is not supported in
Solidity. The other one is to record the positions of reading and
writing objects accurately through contract pre-execution. This
way is suitable for the scenario of transaction verification on
the cloud. The miner records the reading and writing positions
when packaging the transaction, and the verifier prefetches the
data in advance for transaction verification. Introducing this
pre-execution to TSC-VEE (which serves as an execution envi-
ronment on the device) will bring a large extra latency. Overall,
CIEP is a coarse-grained prefetching method that can maintain
effectiveness while avoiding the extra latency of analysis.

IV. PERFORMANCE EVALUATION

In this section, we evaluate the performance of TSC-VEE. We
intend to answer the following questions:
� What does TSC-VEE supporting the execution of the main-

stream smart contracts looks like?
� What is the performance of executing smart contracts using

TSC-VEE on the TEE compared with the REE?
� What is the performance improvement brought by the

optimization mechanisms of TSC-VEE?
� How much performance improvement does TSC-

VEE achieve in terms of memory footprint?
We will answer these questions through the following two as-

pects of evaluation: (1) the executing latency and memory foot-
print of TSC-VEE. (2) the performance improvement brought
by our design.

A. Experimental Setup

Hardware and software. We used the Raspberry Pi 3B+ board
as the experimental platform. The Raspberry Pi 3B+ embeds
ARM TrustZone (ARMv8-A). It is equipped with the ARM
Cortex A53 CPU (1.4 GHz, 4Cores) and 1 GB of memory. We
use OP-TEE (version 3.8.0) as the trusted operating system. In
the normal world, we use Linux-for-arm 4.14 system as the REE
operating system to execute the client part and use other non-
secure resources. To further deeply evaluate the performance of
TSC-VEE, we also deploy Go-Ethereum5(Geth, version 1.10.4),
and evmone(version 0.8.2) on the REE side of the Raspberry
Pi board and implement evmone on the TEE side. Geth is the
most widely used Ethereum client. It provides a virtual machine
named Ethereum Virtual Machine (EVM) for smart contract
execution. The EVM is embedded in the Geth client. Evmone is
a standalone EVM implementation that aims to provide fast and
efficient execution of Solidity smart contracts, which is currently
the fastest execution environment.

Metrics. TSC-VEE is the first execution environment on
TrustZone for Solidity smart contracts. Due to the differences in
hardware mechanisms and runtime environments, it is difficult

5https://github.com/ethereum/go-ethereum
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Fig. 8. The execution latency of TSC-VEE instructions.

Fig. 9. The overall execution latency of TSC-VEE and the optimization mechanisms.

to make a fair comparison with other mechanisms on TrustZone
or the existing execution environments on SGX for Solidity. So
we perform evaluations on TSC-VEE, evmone, and Geth by
executing the ERC20 contract [44], which is usually used as
smart contract evaluation benchmark. The typical ERC20 con-
tract provide eight functions including name, symbol, decimals,
balanceOf, transfer, transferFrom, approve, and allowance.
These functions are used for token creation, transfer, and so on,
and have different blockchain state operations. The evaluation
metrics are as follows:
� Execution latency: The time cost of the different stages

during the execution of the ERC20 contract functions.
� Memory footprint: The memory consumption in the dif-

ferent stages during the execution of the ERC20 contract
functions.

B. Execution Latency

We consider execution latency from two aspects: instruction
latency and end-to-end latency. The instruction latency repre-
sents the time cost of executing an instruction. The end-to-
end latency represents the overall time cost of all execution

TABLE III
LATENCY OF OPTIMIZATION TECHNIQUES IN TSC-VEE DURING EXECUTING

ERC20 FUNCTIONS

processes. For the convenience of comparison, we implement
a C language version evmone and denote it as evmone on REE.
We migrate the evmone in C language to the TEE side directly
following the TA API without any optimization mechanism, and
denote it as evmone on TEE. Results of execution latency are
shown in Figs. 8 and 9, and Table III.

1) Instruction Latency: First of all, we test the instruction
latency and verify the effect of executing the eight functions
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in the mainstream ERC20 contract. The function name, sym-
bol, and decimals just get data from the blockchain storage
without any parameter, since function balanceOf, allowance
get data according to the parameter. Function approve, transfer,
transferFrom modified the data store in the blockchain stateDB.
The computational complexity of these three types of functions
is increasing. These functions of the ERC20 contract involve
43 instructions in our instruction sets. We execute the above
functions 1000 times on evmone(on REE), evmone(on TEE),
and TSC-VEE, respectively. The average results of the 20 most
frequently used instructions of each function are shown in Fig. 8.
According to the results, the execution latency of instructions
related to CIEP can be greatly reduced. For example, the latency
of SLOAD has been reduced to the same level as the evmone(on
REE) by avoiding world switching. Moreover, our optimiza-
tion mechanisms do not increase the computational load of
the instructions. The execution latency of other instructions on
REE and TEE sides is almost the same, the differences between
them are from -2.03% to 2.21%. This is because the REE side
and the TEE side are actually two different states of the same
CPU core, which are switched according to the time slices.
There is no essential difference in computing performance be-
tween them. The time-consuming instructions include SLOAD,
MSTORE, SHA3, DIV, and JUMPI. The SLOAD and MSTORE
instructions involve time-consuming operations, including data
access and copy. The SHA3 and DIV perform division and
cryptographic calculations with high computational complexity.
Besides determining whether to jump, JUMPI also needs to
verify that the jump address exists and that the jump target is
a JUMPDEST instruction. The verification takes extra time. In
addition, the results also verify the correctness of the instructions
in TSC-VEE.

2) End-to-End Latency: We further consider the end-to-
end latency from two aspects: the latency change caused by
TSC-VEE design and the overall latency. The latency change
caused by design aims to evaluate the performance improvement
brought by RMM, CIEP, and HGBA of TSC-VEE. Overall
latency represents the time from the initiation of the contract
execution request to the completion of the execution. For Geth
and evmone, the overall latency is the real execution latency.
For TSC-VEE, the overall latency contains fourfold: the latency
of CIEP, the latency of HGBA, the latency of RMM, and the
latency of instruction execution.

We test the end-to-end latency by executing eight functions
of the standard ERC20 contract 1000 times. On the basis of
on TEE (evmone on the TEE side without optimization mech-
anisms), we add the RMM, HGBA, and CIEP mechanisms to
evaluate the change in overall execution latency. The latency
change caused by RMM is shown in Fig. 9(a). According to the
results, RMM can help reduce the memory footprint with only
0.97% additional latency overhead. This is because using RMM
will increase the number of instructions. Each mark added by
developers while programming will be compiled into an extra
instruction in the bytecode. This method increases the latency
for memory release at the instruction level. It should be noted
that the out-of-memory cases do not occur in the above test.

The extra latency of such cases and improvement in memory
footprint will be discussed in detail in Section IV-C.

Fig. 9(b) shows the performance improvement brought by
the hybrid granularity bytecode analysis during the execution of
transferFrom. When executing the function only once, the exe-
cution latency of HGBA is slightly shorter than that of traditional
runtime stack overflow detection and gas cost computation. This
is because that HGBA reduces the times of stack height and
gas remaining detection. With the increase in execution times,
the performance improvement brought by the HGBA method
becomes more obvious. This is because on TEE with HGBA
does not need to perform the HGBA method during repeated
execution. Without the caching mechanism of HGBA, the de-
tection should be performed at runtime every time we execute
the function. As a result, this method can bring an average of
6.04% latency reduction, with a maximum of 23.49%.

The latency reduction caused by CIEP is shown in Fig. 9(c).
Results show that CIEP reduces the execution latency by 7.48%
on average. This latency is related to the size of the prefetched
data and the time of persistent storage operations. For func-
tion name without input parameter, this latency is 8.99us. For
function transferFrom with the most input parameters, this la-
tency is 10.02us. Without the CIEP method, all the persistent
storage(SSTORE and SLOAD) instructions during the execu-
tion process need to penetrate the execution environment. This
process includes world switching and data copy via the shared
memory. According to the results, the cross-world data access
latency accounts for 10.67% of the execution latency. The aver-
age execution latency of the cross-world data access instruction
is 4.97us.

The overall execution latency results on evmone(on REE),
TSC-VEE, and Geth are shown in Fig. 9(d). Through the
optimization mechanisms, TSC-VEE has achieved an average
performance improvement of 12.63%. And its execution per-
formance is 3.79% faster than evmone(on REE) on average.
Compared with the Geth client, TSC-VEE has a 9.29× per-
formance improvement. This improvement comes from sev-
eral aspects. First, TSC-VEE achieves 1.13× performance
improvement through the optimization mechanisms. Second,
TSC-VEE adopts the mode of analyzing the instructions first,
preparing parameters for execution, and then executing, while
Geth executes the instructions one by one directly. Third, TSC-
VEE is an independent module while the EVM of Geth is em-
bedded in the client. There is a certain amount of client overhead
during the measuring. In addition, TSC-VEE is implemented
in C language while Geth is implemented in Go language.
The difference in the programming language will also bring a
certain performance gap. Overall, these differences resulted in
a performance improvement of about 8.22×.

In addition, we evaluate the execution latency of each opti-
mization mechanism itself during the execution of TSC-VEE.
The results are shown in Table III. The total execution latency
in TSC-VEE includes the latency of RMM, HGBA, CIEP, and
the others. These four parts account for 1.10%, 7.01%, 10.67%,
and 81.22% of the total execution latency, respectively. It is
worth noting that in the above mechanism, only RMM introduces
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TABLE IV
MEMORY FOOTPRINT OF EACH PART IN TSC-VEE DURING EXECUTING ERC20 FUNCTIONS

Fig. 10. The performance of TSC-VEE and on TEE for contracts with different
memory requirements.

additional latency overhead. HGBA and CIEP execute the steps
in the critical path in advance, rather than introducing new
execution steps. It implies that these three mechanisms can bring
large performance improvements as mentioned above, only with
negligible latency overhead.

C. Memory Footprint

We consider memory footprint from two aspects: overall
memory footprint and work memory footprint. The overall
memory footprint represents the memory consumption of all
execution processes of TSC-VEE. The work memory footprint
refers to the consumption of TSC-VEE’s work memory during
execution, which is used to evaluate the effect of the runtime
memory management mechanism. Results of memory footprint
are shown in Table IV and Figs. 10, 11, and 12.

1) Overall Memory Footprint: We first pay attention to the
memory performance of TSC-VEE in terms of overall memory
footprint. Table IV shows the memory footprint of each part in
TSC-VEE when executing the ERC20 functions. The overall
memory footprint contains the consumption of TSC-VEE and
the consumption of OP-TEE OS. The memory footprint of
TSC-VEE accounts for 40.21% of the overall memory foot-
print on average, including the TA binary file, the prefetched
data, and runtime consumption. The runtime consumption is
positively correlated with the computational complexity of the
function, and the consumption ranges from the least 291.64 KB
to the most 908.52 KB. The prefetched data contains the smart
contract bytecode, the transaction parameters, the blockchain
state, the RSA public key, and the function parameters. For
different functions in the ERC20 contract, the difference in the
prefetched data lies in the size of the function parameters. The

size of the prefetched data (CIEP) is related to the logic of the
smart contract. The more persistent storage data (essentially the
global variable) involved in the contract, the larger the size of the
prefetched data will be. We tested different functions of the same
ERC20 contract. These functions prefetch different data entries
from the same area and the number of data entries pre-fetched is
similar. At the same time, the size of each data entry is fixed at
256 bits, which is relatively small compared to all the pre-fetched
data. Therefore, the size of prefetched data is similar.

2) Work Memory Footprint: We evaluate the performance
improvement brought by the runtime memory management
mechanism of TSC-VEE when executing different sizes of con-
tracts (contracts with different memory requirements). We use
the transferFrom function mentioned in Section III-D to simulate
contracts in different sizes through loop execution. Our mecha-
nism will release the three parameters after executing the rele-
vant code block. To simulate devices with rich resources, we in-
crease the size of the secure memory on the Raspberry Pi 3B+ to
64 MB by modifying the value of PGT_CACHE_SIZE (the num-
ber of page tables in virtual memory) and CFG_TZDRAM_SIZE
(the secure memory size managed by OP-TEE OS). We first
evaluate the memory footprint of TSC-VEE and on TEE when
executing contracts of the same size. As shown in Fig. 10(a), the
memory footprint of TSC-VEE is lower than that on TEE, with
an average of 23.50%. Then, we evaluate the maximum contract
size supported on TSC-VEE and on TEE under different work
memory sizes. The size of the secure memory for OP-TEE set on
the Raspberry Pi 3B+ is 16 MB, which is divided into three parts:
TEE RAM, TA RAM, and VM_RAM. We adjust the size of the
work memory available for the execution environment by setting
the size of VM_RAM. The results are shown in Fig. 10(b). The
experimental results show that our memory recycle mechanism
can help to run contracts of larger size under the same VM_RAM
size compared with on TEE. The difference between the two
lines in the figure represents the part of the work memory
released by our memory recycle mechanism. This improvement
is 22.95% on average.

We evaluate the performance of RMM when the size of work
memory cannot meet the memory requirement of contract. As
mentioned in Section III-D, in this case, the execution environ-
ment will write out a certain part of the data from the work
memory to the REE side. During this process, TSC-VEE moves
the data to the shared memory, and switches to the REE side.
The position of the data in shared memory will also be passed
as a parameter to the host application. Then the host application
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Fig. 11. The change of memory footprint of TSC-VEE and on TEE over time.

Fig. 12. The execution latency of TSC-VEE and on TEE for contracts with large memory requirements.

moves the data from the shared memory to other memory areas,
and switches back to the TEE side to continue executing. There-
fore, a write-out operation only involves world state switches
twice. We add this write-out mechanism for on TEE to compare
with TSC-VEE. We set the VM_RAM to 4 MB and execute the
contract with an 8 MB memory requirement using TSC-VEE and
on TEE, respectively. Fig. 11 shows the change of memory foot-
print over time under different write-out granularity. According
to the write-out granularity, the execution environment needs to
perform data write-out several times to meet the requirements
of contracts Since TSC-VEE performs memory recycling at
runtime, its memory footprint is lower. Under the same work
memory size, the size of memory that TSC-VEE needs to obtain
by data write-out is smaller. Therefore, the times of data write-
out of TSC-VEE are less than on TEE, as shown in Fig. 11(a)
and (b). Fewer data write-out times make the execution latency
of TSC-VEE lower. These reasons make TSC-VEE performs
much faster than on TEE. Also, according to the discussion
in Section IV-B, we know that TSC-VEE performs faster than
on TEE by about 12.63%. This implies that even the memory
footprint of TSC-VEE and on TEE seems to be similar at the
same time, TSC-VEE has actually satisfied more memory
requirements.

We further evaluate the execution latency under large memory
requirements in detail, and the results are shown in Fig. 12. The
size of VM_RAM is set to be 4 MB. Fig. 12(a), (b), (c), and
(d) shows the execution latency of TSC-VEE and on TEE with
different write-out granularity under the memory requirement of
5, 8, 50, and 100 MB, respectively. Overall, due to differences in
data write-out times and execution speed, the execution perfor-
mance of TSC-VEE is 12.71% ∼ 30.11% faster than on TEE.
According to the results, we can find the following phenomena:

1) The more data we write out, the greater the write-out
latency is.

2) When a lot of data has been written out, the execution
latency will increase slightly, since several data on REE
side need to be accessed during execution.

3) If the write-out granularity does not match the memory
requirement, there may be cases where only 0.1 MB of
memory is required, but 4 MB of data wrote out. This case
will increase the times of data write-out and significantly
increase the execution latency.

So we can observe that the size of write-out data should be
as close as possible to the real memory requirement to achieve
faster execution. From this perspective, smaller write-out gran-
ularity can make the size of data written out closer to the
memory requirement. When writing out data of the same size,
small-grained write-out will increase the times of write-out.
Each write-out operation means switching twice between the
TEE side and the REE side. Compared with the latency of data
movement, this µs-level switch latency is almost negligible.
Our experimental results also show that the execution latency
is generally close to optimal at a small granularity of 0.5 MB.
This conclusion can provide a reference for setting the write-out
granularity.

D. Security and Scalability Discussion

Security Analysis. TSC-VEE follows the standard workflow
of the confidential smart contract and focuses on the contract
computation stage. Before execution, the user encrypts the
blockchain state and contract parameters and stores it in the
shared memory as the input. TSC-VEE decrypts the data and
then executes the smart contract. TSC-VEE prefetches the per-
sistent storage data to the TEE side with CIEP to avoid privacy
leakage during runtime data interaction. Relying on TrustZone’s
hardware-enforced isolation, TSC-VEE completes the contract
execution process and generates the new blockchain state. The
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results are also encrypted and stored in shared memory and used
after decryption. Thus, TSC-VEE maintains the same security
property as the existing confidential smart contract under our
threat model, but cannot deal with the rollback attacks caused
by non-deterministic consensus protocols.

Scalability Analysis. TSC-VEE is deployed on the node of the
blockchain system as the smart contract execution environment
like EVM. With the delicately designed optimization mecha-
nism, TSC-VEE can achieve similar execution performance to
that in non-secure environments, without significant additional
overhead at the single point. From the perspective of blockchain
architecture, TSC-VEE operates on a different level than the con-
sensus and network mechanisms. It does not affect the workflow
of smart contracts and the scalability of the blockchain system.
It can be easily extended to the blockchain network by equipping
the node with TrustZone like previous work does [29].

V. CONCLUSION

In this article, we propose TSC-VEE, the first virtual ex-
ecution environment to support mainstream smart contracts
programmed by Solidity Language running on TrustZone. We
first design a specific instruction set for Solidity smart con-
tracts adapted to the execution mechanism of TrustZone. TSC-
VEE has achieved competitive performance by three proposed
optimization technologies, the runtime memory management
mechanism, the hybrid granularity bytecode analysis algorithm,
and the cross-isolation-environment prefetching. Experimental
results illustrate that TSC-VEE can support mainstream Solidity
contracts performing on TrustZone with competitive execution
efficiency and memory footprint. The source code TSC-VEE can
be found at https://github.com/nkicsl/TSC-VEE.
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